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Abstract - There are different parameters need to be focused while designing a VLSI circuit. Some of them are power, area, and speed. Hence these can be referred as challenging problems. Out of these, power dissipation is a critical parameter in modern VLSI design field. Multiplication occurs frequently in finite impulse response (FIR) filters, fast Fourier transforms, discrete cosine transforms, convolution, and to save significant power consumption of a VLSI design, it is a good direction to reduce its dynamic power that is the major part of total power dissipation. This paper summarizes and examines techniques which are involved in multipliers. It broadly covers Booth multipliers, Wallace tree multipliers and Distributed arithmetic Multipliers.
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1. Introduction

Finite impulse response (FIR) filters are widely used in various DSP applications. In some applications, the FIR filter circuit must be able to operate at high sample rates, while in other applications, the FIR filter circuit must be a low-power circuit operating at moderate sample rates. The low-power or low-area techniques developed specifically for digital filters can be found in. Parallel (or block) processing can be applied to digital FIR filters to either increase the effective throughput or reduce the power consumption of the original filter. While sequential FIR filter implementation has been given extensive consideration, very little work has been done that deals directly with reducing the hardware complexity or power consumption of parallel FIR filters [1].

Traditionally, the application of parallel processing to an FIR filter involves the replication of the hardware units that exist in the original filter. The topology of the multiplier circuit also affects the resultant power consumption. Choosing multipliers with more hardware breadth rather than depth would not only reduce the delay, but also the total power consumption [2]. A lot of design methods of low power digital FIR filter are proposed, for example, in [3] they present a method implementing fir filters using just registered address and hardwired shifts. They extensively use a modified common sub expression elimination algorithm to reduce the number of adders.

Multipliers play an important part in today’s digital signal processing (DSP) systems. Examples of their use occur in implementations of recursive and transverse filters, discrete Fourier transforms, correlation, range measurement and in most of these cases it is enough with a multiplier unit design for specific purpose. Multipliers have large area, long latency and consume considerable power. Therefore, low-power multiplier design has been an important part in low-power VLSI system design. The main research hypothesis of this work is that high-level optimization of multiplier designs produces more power-efficient solutions than optimization only at low levels. Specifically, we consider how to optimize the internal algorithm and architecture of multipliers and how to control active multiplier resource to match external data characteristics. The primary objective is power reduction with small area and delay overhead. By using new algorithms or architectures, it is even possible to achieve both power reduction and area/delay reduction, which is strength of high-level optimization. This paper summarizes the approaches which works on the parameters mentioned above. Initially the basic principle of FIR technique is discussed and then the methods of implementation of it are described.

2. FIR Filter Theory

Digital filters are typically used to modify or alter the attributes of a signal in the time or frequency domain. The most common digital filter is the linear time-invariant (LTI) filter. An LTI interacts with its input signal through a process called linear convolution, denoted by $y = f * x$.
where \( f \) is the filter’s impulse response, \( x \) is the input signal, and \( y \) is the convolved output. The linear convolution process is formally defined by:

\[
Y[n] = x[n] * f[n] = \Sigma_{k=0}^{\infty} x[n]f[n-k] = \Sigma_{k=0}^{L-1} f[k]x[n-k] \tag{1}
\]

LTI digital filters are generally classified as being finite impulse response (i.e., FIR), or infinite impulse response (i.e., IIR). As the name implies, an FIR filter consists of a finite number of sample values, reducing the above convolution sum to a finite sum per output sample instant. An FIR with constant coefficients is an LTI digital filter. The output of an FIR of order or length \( L \), to an input time-series \( x[n] \), is given by a finite version of the convolution sum given in equation, namely

\[
y[n] = x[n] * f[n] = \sum_{k=0}^{L-1} f[k]x[n-k] \tag{2}
\]

Where \( f[0] \neq 0 \) through \( f[L-1] \neq 0 \) are the filter’s \( L \) coefficients. They also correspond to the FIR’s impulse response. For LTI systems it is sometimes more convenient to express in the z-domain with

\[
Y(z) = F(z)X(z) \tag{3}
\]

Where \( F(z) \) is the FIR’s transfer function defined in the z-domain by

\[
F(z) = \sum_{k=0}^{L-1} f[k]z^{-k} \tag{4}
\]

The \( L \)th-order LTI FIR filter is graphically interpreted in Fig.1. It can be seen to consist of a collection of a “tapped delay line,” adders, and multipliers. One of the operands presented to each multiplier is an FIR coefficient, often referred to as a “tap weight” for obvious reasons. Historically, the FIR filter is also known by the name “transversal filter,” suggesting its “tapped delay line” structure [4].

3. Distributed Algorithm

Distributed arithmetic (DA) is an important FPGA technology. It is extensively used in computing the sum of products,

\[
y[n] = \langle c, x \rangle = \sum_{i=0}^{N-1} c[n]x[n] \tag{5}
\]

DA system, assumes that the variable \( x[n] \) is represented by:

\[
x[n] = \sum_{b=0}^{B-1} x_b[n] \times 2^b, x_b[n] \in [0, 1] \tag{6}
\]

If \( c[n] \) is the known coefficients of the FIR filter, then output of FIR filter in bit level form is:

\[
y = \sum_{n=0}^{N-1} c[n] \times \sum_{b=0}^{B-1} x_b[n] \times 2^b \tag{7}
\]

In distributed arithmetic form-

\[
y = \sum_{b=0}^{B-1} \sum_{n=0}^{N-1} f(c[n], x_b[n]) \tag{8}
\]

In Eq. (8) second summation term realizing as one LUT. The use of this LUT or ROM eliminates the multipliers [6]. For signed 2’s complement number output of FIR filter can be computed as-

\[
y = -z^b \times f(c[n], x_b[n]) \tag{9}
\]

Where \( B \) represents the total number of bits used. Fig 2 shows the Distributed architecture for FIR filter and different with the MAC architecture.

When \( x[n] < 0 \), Binary representation of the input is [7],

\[
x[n] = -x_b[0] + \sum_{b=1}^{B-1} x_b[n]2^{-b} \tag{10}
\]

The output in distributed arithmetic form-

\[
y = -z^b \times f(c[n], x_b[n]) \tag{11}
\]

If the number of coefficients \( N \) is too large to implement the full word with a single LUT (Input LUT bit width = number of coefficients), then partial tables can be added to the results. If pipeline registers are also added, then this modification will not reduce the speed, but can dramatically reduce the size of the design [5].

3.1 Parallel Distributed Arithmetic Architecture

A basic DA architecture, for a length \( N \)th sum-of-product computation, accepts one bit from each of \( N \) words. If two bits per word are accepted, then the computational speed can be essentially improved. The maximum speed can be achieved with the fully pipelined word-parallel
architecture as shown in Fig 3. For maximum speed, a separate ROM (with identical content) for each bit vector \( x_b[n] \) should be provided [11].

4. Booth Algorithm

Booth’s algorithm involves repeatedly adding one of two predetermined values \( A \) and \( S \) to a product \( P \), then performing a rightward arithmetic shift on \( P \). Let \( m \) and \( r \) be the multiplicand and multiplier, respectively; and let \( x \) and \( y \) represent the number of bits in \( m \) and \( r \). [8]

1. Determine the values of \( A \) and \( S \), and the initial value of \( P \). All of these numbers should have a length equal to \((x + y + 1)\). (a) \( A \): Fill the most significant (leftmost) bits with the value of \( m \). Fill the remaining \((y + 1)\) bits with zeros. (b) \( S \): Fill the most significant bits with the value of \((-m)\) in two’s complement notation. Fill the remaining \((y + 1)\) bits with zeros. (c) \( P \): Fill the most significant \( x \) bits with zeros. To the right of this, append the value of \( r \). Fill the least significant (rightmost) bit with a zero.

2. Determine the two least significant (rightmost) bits of \( P \). (a) If they are 01, find the value of \( P + A \). Ignore any overflow. (b) If they are 10, find the value of \( P + S \). Ignore any overflow. (c) If they are 00, do nothing. Use \( P \) directly in the next step. (d) If they are 11, do nothing. Use \( P \) directly in the next step.

3. Arithmetically shift the value obtained in the 2nd step by a single place to the right. Let \( P \) now equal this new value.

4. Repeat steps 2 and 3 until they have been done \( y \) times.

5. Drop the least significant (rightmost) bit from \( P \). This is the product of \( m \) and \( r \).

5. Wallace Tree Multiplier

A Wallace tree is an efficient hardware implementation of a digital circuit that multiplies two integers. The WT multiplier sums up all the bits of the same weights in a merged tree rather than completely adding the partial products in pairs. Full adder (FA) and Half adder (HA) cells are used to add three or two equally weighted bits respectively to produce two bits: the sum bit with a weight equal to that of the operands and the carry bit with a weight equal to one more than that of the operands. The height of the WT is reduced by a factor of 3:2, whenever a FA is used. The final tree is composed of as many levels of FA and HA cells as are necessary to reduce the height of the tree to 2. The hardware synthesis process for a WT multiplier mainly consists of two steps. The first step is to arrange the partial product bits as the initial WT structure, as shown in Fig. 2 for the case of a 4x4 multiplier with operands \((a3; a2; a1; a0)\) and \((b3; b2; b1; b0)\). Secondly, a series of FA and HA transformations are applied on the WT structure until the tree height is reduced to 2. At this point, any \( n \)-bit conventional adder may be used to add the remaining two \( n \)-bit rows of the tree to get the final multiplication result.

6. Implementation and Results

To evaluate the performance of the Distributed Arithmetic serial and parallel scheme for symmetric FIR filters are implemented and synthesized using Xilinx ISE 10.1 Target as a Spartan 3E (Xc3s100c-5vq100) FPGA device and the results are compared to conventional FIR filter. ISE design software offers a complete design suit based programmable logic devices on Xilinx ISE. The design can be simulated and synthesized in the form of schematic or HDL entry on Xilinx ISE platform. Spartan3E FPGA can be programming directly from Xilinx ISE in configuration logic blocks interconnected with switching matrix. Spartan 3E has a microblaz DSP processor of 325 MHz operating frequency, so that DSP design can be implemented for less resources, high speed and low power. The designed FIR filter is programmed in verilog HDL language [9]. The proposed design is implemented for small memory location LUT and also for large memory location LUT to analyze the performance of the proposed design for speed and area parameters. In the present work, the proposed design is analyzed through 3-tap and 16–tap DA FIR filters.

![Fig. 2 DA Architecture](image-url)
The implementation results of 3-tap and 16-tap FIR filter after applying the distributed arithmetic algorithm as shown in Table 1. The 3-tap parallel DA FIR filter takes high speed and lowest power dissipation in comparison to serial DA FIR filter and conventional FIR filter as shown in Table 1. For small tap filters, the serial DA algorithm saves 50% of the area and cost in comparison to the conventional design techniques. The speed is approximately 2 times for serial DA and 3 times in parallel DA is achieved and very less power is consumed in comparison to simple FIR filter.
7. Conclusion

The results were analyzed for 3-tap and 16-tap FIR filter using partitioned input based LUT on Xilinx 10.1i as a target of SPARTAN-3E FPGA device. The speed performance of the Parallel DA FIR Filter was superior in comparison to all other techniques. For small tap filter less area, high speed and low power consumption is achieved after applying the Serial and Parallel DA technique. In large-tap FIR filter, speed of parallel DA FIR design technique become 3 times faster than that of conventional FIR filter design. Area efficiency and high speed is achieved with parallel DA technique at very slight cost of power consumption for large tap FIR filter. Since, distributed arithmetic FIR filters are area efficient and contained less delay, so these filters can be used in various applications such as pulse shaping FIR filter in WCDMA system, software.
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