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Abstract - We consider the problem of least-latency end-to-end 
routing over adaptively duty-cycled wireless sensor networks. 

Such networks exhibit a time-dependent feature, where the link 
cost and transmission latency from one node to other nodes vary 
constantly in different discrete time moments. We model the 
problem as the time-dependent Bellman-Ford problem. We show 
that such networks satisfy the first-in-first-out (FIFO) property, 
which makes the time-dependent Bellman-Ford problem solvable 
in polynomial-time. Using the beta-synchronizer, we propose a 
fast distributed algorithm to construct all-to-one shortest paths 

with polynomial message complexity and time complexity. The 
algorithm determines the shortest paths for all discrete times in a 
single execution, in contrast with multiple executions needed by 
previous solutions. We further propose an efficient distributed 
algorithm for time-dependent shortest path (TDSP) maintenance. 
We discuss a suboptimal implementation of our proposed 
algorithms that reduces their memory requirement.  

 

Keywords - Time dependent, shortest path, wireless sensor 

networks, routing, routing maintenance, least latency. 
 

1. Introduction 
 

MULTIHOP data routing over wireless sensor networks 

(WSNs) has attracted extensive attention in the recent 
years. Since there is no infrastructure in sensor networks, 

the routing problem is different from the one in traditional 

wired networks or the Internet. Some routing protocols [2], 

[3] over WSNs presented in the literature are extended 

from the related approaches over wired/wireless ad hoc 

networks. They usually find a path with the minimum hop 

count to the destination, which is based on the assumption 

that the link cost (or one-hop transmission latency) is 

relatively static for all wired/wireless links. However, for 

duty-cycled WSNs [4], [5], [6], that assumption may not 

always be valid. Duty-cycled WSNs include sleep-wake 
up mechanisms, which can violate the assumption of static 

link costs. Currently, many MAC protocols support WSNs 

operating with low duty cycle, e.g., B-MAC [5], X-MAC 

[6]. In such protocols, sensor nodes operate in low power 

listening (or LPL) mode. In the LPL mode, a node 

periodically switches between the active and sleep states. 

The time duration of an active state and an immediately 
following sleep state is called the LPL checking interval, 

which can be identical, or can be adaptively varied for 

different nodes, referred to as ALPL [7]. The duty-cycled 

mechanism has been shown to achieve excellent idle 

energy savings, scalability, and easiness in 

implementation. However, they suffer from time-varying 

neighbour discovery latencies (the time between data 

arrival and discovery of the adjacent receiver), which is 

also pointed out by Gu and He [8]. As shown in Fig. 1, the 

neighbour discovery latency is varying with different 

departure times. Even with synchronized duty cycling, the 
neighbour discovery latency is varying at different time 

moments due to adaptive duty cycle setting as shown in 

Fig. 1. To formally define the problem, we first define the 

link Cost as the time delay between data dispatching time, 

which is the earliest time when a sender wakes up for data 

transmission, and the data arrival time at the receiver. The 

link cost is time-varying in adaptively duty-cycled WSNs 

due to varying neighbour discovery latencies, even though 

the physical propagation condition does not change with 

time.  

 
The dispatching time is the time moment when the data is 

ready for transmission at the sender side. Thus, this raises 

a nontrivial problem: with time-varying link costs, how to 

find optimal paths with least nodes-to-sink latency for all 

nodes at all discrete dispatching time moments? A similar 

problem has been modelled in previous works as the time-

dependent shortest path problem (or TDSP) [9], [10] in the 

field of traffic networks [11], time-dependent graphs [12], 

and GPS navigation [13]. The general time dependent 

shortest path problem is at least NP-Hard, since it may be 

used to solve a variety of NP-Hard optimization problems 

such as the knapsack problem. However, depending on 
how one defines the problem, it may not be in NP, since its 

output is not polynomially bounded. Moreover, there are 

even continuous-time instances of the TDSP problem in 

which shortest paths consist of an infinite sequence of 

arcs, as shown by Orda and Rom [14]. In this paper, we 

study a special case where the networks are known as first-
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in-first-out (FIFO) networks, in which commodities travel 

along links in a First-In-First-Out manner. Under the FIFO 

condition, the time-dependent shortest path problem is 

solvable in polynomial time. The TDSP problem has also 

been studied with a distributed approach. The only 

previous distributed solution [10] computes the shortest 
paths for a specific departure time in each execution. If the 

whole time period has M discrete intervals (M is 1 for 

infinite time intervals),we have to execute the algorithm in 

[10] M times, which is inefficient in terms of message 

complexity and time complexity, given the limited power 

and radio resource in WSNs. Therefore, the first 

motivation of our work is to design a fast distributed 

algorithm for the problem, which can efficiently 

enumerate all optimal paths with least end-to-sink latency 

for infinite time intervals. 
 
 

 
 
Fig.1. Varying neighbour discovery latency in heterogeneous LPL mode 

 

The second motivation of our work is to propose 

algorithms which can dynamically and distributive 

maintain time dependent least-latency paths. In WSNs, a 

node may update its duty-cycle configuration (e.g., based 

on residual energy), or join or leave the network, thereby 

changing the network topology. In such situations, the 

duty-cycle updating node or the joining/leaving node may 
change the cost of all the links with its neighbours, which 

means that a single node update causes multiple link 

updates. Previous efforts on this problem [15], [16] are 

efficient in handling single link updates. However, 

applying such solutions for multiple link updates would 

imply that multiple distributed updates execute 

concurrently for a single node update, which is not 

efficient in terms of message cost and memory cost for 

resource-limited WSNs. The third motivation is to address 

practical implementation issues. Our work requires 

schedule-awareness in neighbourhood. One scenario for 
such requirement is that all nodes have none information 

from each other after initial deployment in field. In this 

scenario, we would like to get schedule-awareness without 

global time synchronization. Local synchronization and 

light information exchange is desirable to get duty-cycling 

information and time difference from neighbours for a 

sensor node. One candidate to achieve this is by neighbour 

discovery protocol, just similar as the link layer neighbour 

discovery protocol in the Internet. Nodes without 

schedules of neighbours would stay awake and broadcast 

neighbour discovery message periodically (i.e., once every 

multiple predefined time slots) and neighbours can 

response back their schedule information, which is a kind 

of local level synchronization. Once reaching a stable 

stage, any node would get its neighbour’s schedule and the 
time difference from its neighbours, and switch back to 

duty-cycling state. The update of nodes schedule can be 

undergoing in background either proactively or reactively. 

Because our work is not limited to any specified MAC 

protocol, we discuss different methods to achieve schedule 

awareness over several underlying mechanisms, such as B-

MAC, S-MAC, and quorum-based wakeup scheduling. 

Regarding to another practical implementation issues, we 

also need to understand how to simplify the vector 

presentation so that only smaller vector sizes are required, 

given the limited memory resource of sensor nodes. We 

present a suboptimal implementation, which achieves 
tradeoffs between latency and memory usage.  

 

Finally, we discuss the complexities of our algorithms in 

some special scenarios, like static link costs and multiple 

sink nodes. In this paper, we first propose a distributed 

algorithm to compute the time-dependent paths with least 

latency for all nodes in a duty-cycled WSN. The algorithm 

has low message and space complexities. The algorithm is 

based on the observation that the time-varying link cost 

function is periodic, and hence by derivation, the time-

varying distance function for each node is also periodic. 
We show that the link cost function satisfies the FIFO 

property [9]. Therefore, the time-dependent shortest path 

problem is not an NP-hard problem, and thus is solvable in 

polynomial time. We also propose distributed algorithms 

for maintaining the shortest paths. The proposed 

algorithms recomputed the routing paths based on 

previous path information. 

 

The contributions of the paper are as follows: 

 

1. We model adaptively duty-cycled WSNs as time- 

dependent networks. We show that such networks satisfy 
the FIFO condition and the triangular path condition. 

2. We present distributed algorithms for finding the time-

dependent shortest paths to the sink node for all nodes. 

When compared to the previous solution [10], our 

algorithms find the shortest paths in a single execution for 

infinite time intervals. 

3. We present distributed shortest path maintenance 

algorithms with low message complexity and space 

complexity. 

4. We propose suboptimal implementation with vector 

compression. To the best of our knowledge, we are not 
aware of any other efforts that consider duty-cycled WSNs 

as time-dependent networks and solve the problem of 
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finding or updating the shortest paths with efficient 

message and space costs. 

 

2. Related Work 
 

We summarize the literature on LPL scheduling and the 

time-dependent shortest path problem as follows. 

LPL/ALPL in WSNs. LPL means that a node only wakes 

up and listens the channel state for a short time period. 

Examples include B-MAC [5] which is a CSMA-based 

technique utilizing low power listening and an extended 

preamble to achieve low power communication. In B-

MAC, nodes have an independent sleep-wake up schedule. 
If a node wishes to transmit, it precedes the data packet 

with a preamble that is slightly longer than the sleep 

period of the receiver. During the wake period, a node 

samples the medium, and if a preamble is detected, it 

remains awake to receive the data. With the extended 

preamble, a sender is assured that at some point during the 

preamble, the receiver will wake up, detect the preamble, 

and remain awake in order to receive the data. The 

designers of B-MAC show that B-MAC surpasses existing 

protocols in terms of throughput, latency, and for most 

cases, energy consumption. While B-MAC performs quite 
well, it suffers from the overhearing problem, and the long 

preamble dominates the energy usage. To overcome some 

of B-MAC’s disadvantages, XMAC [6] and DPS-MAC 

[17] were proposed, In XMAC or DPSMAC, short 

preamble was proposed to replace the long preamble in B-

MAC. Also, receiver information is embedded in the short 

preamble to avoid the overhearing problem. The main 

disadvantage of B-MAC, X-MAC, and DPS-MAC is that 

it is difficult to reconfigure the protocols after deployment, 

thus lacking in flexibility. X-MAC [6] and DPS-MAC [17] 

are compatible with LPL mechanisms. 

 
However, they do not explicitly support adaptive duty 

cycling, where nodes choose their duty cycle depending on 

their residual energy. Raja et al. [7] and Vigorito et al. [4] 

present adaptive low power listening (ALPL) mode based 

on nodes’ residual energy. These works provide the 

application spaces for our work. In ALPL, since nodes 

have heterogeneous duty cycle setting, it is more difficult 

for neighbour discovery since a node cannot differentiate 

whether a neighbour is sleeping or failing when it does not 

receive feedback from the neighbour. 

 
ALPL also incurs time-dependent link-cost and end-to-end 

latency as illustrated in Section 4. Recently, B-MAC [5] 

was also extended to support the ALPL mode in TinyOS.  

Delay-efficient routing over adaptively duty-cycled 
WSNs. Over adaptively duty-cycled WSNs, routing 

becomes more difficult due to two reasons: intermittent 

connection between two neighbour nodes and changes in 

the transmission latency at different times. Some works 

have studied the delay-efficient routing problem over 

adaptively duty-cycled WSNs in recent years. Su et al. 

[18] proposed two methods to solve routing over 

intermittently connected WSNs due to duty cycling. One is 

by an on-demand approach that uses probe messages to 

determine the least-latency route. The other one is a 
proactive method, where all least-latency routes at 

different departure times are computed at the beginning. 

The first method does not work well for frequent data 

deliveries. The second method is a centralized approach, 

and is not flexible for distributed construction. Our 

algorithms also follow the proactive approach, but are 

distributed. 

 

Time-dependent shortest path problem. This problem 

was first proposed by Cooke and Halsey [9]. It has been 

well studied in the field of traffic networks [11], time-

dependent graphs [12], and GPS navigation [13]. Previous 
solutions for this problem mostly work offline using a 

centralized approach [12]. Although these solutions can 

provide inspirations, they cannot be applied to WSNs 

where the global network topology is not known by a 

centralized node, given the large-scale size of a WSN. For 

the distributed time-dependent shortest path problem, the 

only previous work [10] computes the shortest paths for a 

specific departure time in each execution, which is not 

time efficient. If the whole time period has M discrete 

intervals (M is 1 for infinite time intervals), we have to 

execute the algorithm in [10] M times, which is inefficient 
in terms of message complexity and time complexity. For 

multiple executions, the algorithm in [10] suffers from 

high message cost, which is undesirable for resource-

limited WSNs. The work in [10] discusses two policies for 

the time-dependent shortest path problem: waiting and 

non-waiting. 

 

Waiting does not mean waiting in the buffer, but means 

waiting for some time after the data has been delivered 

(i.e., the receiver is awake). Non-waiting means that a 

sender will immediately send the data once the receiver is 

awake. We do not consider the waiting policy in our work, 
since the end-to-end latency does not benefit from waiting. 

Dynamic shortest path maintenance. Many works [15], 

[16], [23] exist for handling link decreases and increases,  

an algorithm is given for computing all-pairs shortest 

paths, which requires O(n2) messages when the network 

size is n. In [25], an efficient incremental solution has been 

proposed for the distributed all-pairs shortest paths 

problem, requiring O(nlog(nW)) amortized number of 

messages over a sequence of edge insertions and edge 

weight decreases. Here, W is the largest positive integer 

edge weight. In [26], Awerbuch et al. propose a general 
technique that allows to update the all-pairs shortest paths 

in a distributed network in O(n) amortized number of 

messages and O(n) time, by using O(n2) space per node. 
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β-Synchronizer [27]. As described in [27], the 

synchronizer is a methodology for designing efficient 

distributed algorithms in asynchronous networks. 

Researchers have used synchronizers to reduce message 

complexity of some asynchronous algorithms, such as 

Bellman-Ford. A synchronizer works as follows: a 
synchronizer generates sequences of “clock-pulses” at 

each node of a network. At each node, a new pulse is 

generated only after it receives all the messages which 

were sent to that node by its neighbours at the previous 

pulse. Thus, a synchronizer runs in a phase- by- phase 

manner. 

 

A β-synchronizer is a special type of synchronizer, which 

has an initialization phase, in which a leader s is chosen in 

the network and a spanning tree rooted at s is constructed 

(e.g., by a Breadth-First-Search). After the execution of 

one phase, the leader s will eventually learn that all the 
nodes in the network are “safe.” At that time, it broadcasts 

a message along the spanning tree, notifying all the nodes 

that they may generate a new pulse. The communication 

pattern for receiving all acknowledgments is just like 

convergecast. Therefore, with a β-synchronizer, whenever 

a node learns that it is safe and all its descendants in the 

tree are safe, it sends an acknowledgment to its parent. 
 

3. Assumptions and Problem Definition 
 
The wakeup schedule depends on the underlying MAC 

protocol. We first assume that a node can be operated in 

the LPL mode: a node wakes up at the beginning of a time 
slot to check the channel state. If there is no activity, the 

node goes back to sleep; otherwise, it stays awake. Then, 

we relax the assumption and discuss how our work can be 

applied to other wakeup schedules, such as quorum 

schedules [28]. We consider the non-waiting policy (i.e., 

the sender immediately delivers data once the receiver is 

awake) at each node, since the node-to-sink delay will not 

benefit from waiting. Thus, once the data arrives at an 

intermediate node, the node will attempt to dispatch the 

data immediately. Dispatching time represents the earliest 

time when a sender is awake for data transmission. Thus, 

dispatching times are not the same as the data departure 
times, as the data may still be buffered in the sender’s 

memory. The general problem of determining the shortest 

paths with the least latency in time-dependent WSNs can 

be defined as follows: Find the least-time paths from all 

nodes to the sink node ns corresponding to the minimum 

achievable delay. 

 
di(ti

k
)-min nj€Ni{ τi,j(ti

k
) +dj(ti

k
+ τi,j(ti

k
)) }                               (1) 

 

Equation (1) is an extension of Bellman’s equations [29] 

for the time-dependent network and is referred to as TD-

Bellman’s equation hereafter. 

4.  Modelling Adaptively Duty – Cycled 

WSNS 
 

We will now show that the link cost function is periodic 

and establish that the time-varying distance function is 

also periodic. Having done so, we will show how TD-

Bellman’s Equation can be implemented by vector 

representations of link costs and distances. 
 

A. Link Cost Function 

 
Without loss of generality, suppose there are two adjacent 

nodes ni and nj, where ni is the sender and nj is the 

receiver. 

 

B. Distance to Sink 

 
We refer to the node-to-sink delay as distance, for 

compatible representation with that in the static Bellman- 

Ford algorithm [29]. 

 

C. Implementation via Vectors 

 
We implement the discrete, periodic, and infinite link cost 

functions and the distance functions as vectors, and 

implements the TD-Bellman’s equation by vector 

operations. Our goal is to use vectors with limited sizes in 

order to implement our algorithm with limited memory 

and same message size over the air, although the time axis 
is infinite. 

 

5. Algorithm for Initial Route Construction 
 

We now present an algorithm for initial time-dependent 

shortest path route construction in duty-cycled WSNs, 

where the distances from all nodes to the sink node are 

initially infinite. The proposed algorithm, referred to as the 

FTSP algorithm, for Fast Time-Dependent Shortest Path 
algorithm, is inspired by the work in [10].Although the 

time axis is infinite, the time-varying link costs and 

distance can be implemented by vectors. Therefore, our 

algorithm which implements (1) is basically similar to the 

distributed Bellman-Ford algorithm. The difference is that 

our algorithm is exchanging vectors (i.e., for time-varying 

link costs and distances), rather than single values of static 

link cost and distance. 

 

Distributed algorithm for route construction 

 
There are essentially two steps in our algorithm for 

constructing routing paths. In the first step, we build a 

spanning tree. In the second step, we calculate the shortest 

paths and send back the acknowledgment to the sink for 

nodes in the network with a layer-by-layer approach .In 

our algorithm FTSP, we combine the two steps and 
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implement them through iterations. In the first iteration, 

FTSP computes the shortest paths for nodes in the nearest 

layer to the sink. In the following iterations, FTSP goes 

beyond one layer each time, until it reaches the last layer. 

 

6. Algorithm for Dynamic Route Maintenance 
 
When compared with static networks, link changes and 

node changes are more frequent in duty-cycled WSNs. If a 

node changes its duty-cycle configuration, or dynamically 

joins or leaves the network, the links connecting with all 

its neighbours will be changed at multiple time intervals. 

In such a situation, a single node update usually causes 
multiple link updates. 

 

We propose a solution in which a node only stores the 

route to the sink, which is more practical in WSNs due to 

their memory constraints. In our proposed algorithm, when 

one node is updated (denoted as the source node), the 

algorithm  does not update the shortest path for the whole 

network from scratch, but only updates necessary nodes. 

Thus, the main idea is first to identify which nodes need to 

be updated. After that, the algorithm updates the shortest 

path for these identified nodes. The updating process is 
similar to the route construction. But the starting point is 

the source node, rather than from the sink node and the 

updating scope is just a subset of the whole network. 

 

7. Schedule Awareness 
 
FTSP require awareness of wakeup schedules of the 
neighbourhood. Achieving this requirement depends on 

the specific underlying MAC protocol. We chose two 

MAC protocols: ALPL and quorum-based duty-cycling.  

 

In the ALPL mode, a node just wakes up for a short time 

during a checking interval to check the channel activities. 

The duration of the checking interval varies for different 

nodes. We changed the duration of the checking interval in 

our simulation experiments with four sets, C1, C2, C3, and 

C4, as listed in Table1. With each set, we randomly chose 

one element as the value of the LPL checking interval for 
each node. With different time slot sets, the size of a 

message is changing. Thus, we used a flexible packet size 

in our simulation. Each element in a vector occupied 1 

byte in all experiments.  

                                          Table I 

 
 

Quorum-based duty-cycling: An active neighbour 

discovery mechanism requires a node to stay awake 

actively. Now we introduce quorum-based duty-cycling 

which does not have that requirement. Here, the wakeup 

schedule follows a quorum system design. In quorum-

based duty cycling, two neighbour nodes can hear each 
other at least once within bounded time slots via the 

nonempty intersection property. 

For quorum-based duty-cycling, we choose the {7; 3; 1} 

and {21; 5; 1} difference sets for the heterogeneous 

wakeup schedule settings. The duration of one time slot 

was set to 100 ms in quorum-based duty-cycling. Since 

FTSP, FTSP-M are independent of wakeup scheduling, we 

argue that the comparison is fair even when we choose 

quorum-based duty-cycling. 

 

8. Suboptimal Implementation with Vector 

Compression 
 

The key implementation aspect of our proposed algorithms 
is the vector representation of link cost functions and 

distance functions. However, if the vector size is too large 

(i.e., the LCM is too large), the proposed algorithms, FTSP 

and FTSP-M, may not be feasible given the limited 

memory resource of embedded sensor nodes, and 

inefficient due to distributed message exchanging. 

In a real implementation, to avoid arbitrarily long vectors, 

there are two possible solutions: use a predefined duty 

cycle set, so that they  
can be bounded by carefully selecting a duty cycle, adopt 

vector compression to achieve a tradeoffs, i.e., adopt a 

low-accurate distance vector, which takes less memory 

space, to represent the end-to-end latency. Hence, the 

output path is suboptimal in terms of latency. The first 

solution can be applied to small-scale networks, where the 

node number is not large and predefining a duty cycle set 

is not difficult. For a large-scale network, we might need 

the second solution in which a bounded, global 

 is not necessary. The 

basic idea of vector compression in the second solution is 

to smooth all values in a vector and represent the vector 

with less information. 
 

9. Conclusions 
 

In this paper, we addressed the distributed shortest path 

routing problem in duty-cycled WSNs. Our contributions 

are four-fold. First, we modelled duty-cycled WSNs as 

time dependent networks, which satisfy the FIFO 
condition. Second, we presented the FTSP algorithm for 

finding shortest paths in such networks. FTSP has 

polynomial message complexity and is more time-efficient 
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than previous solutions. Third, we presented FTSP-M for 

distributed route maintenance with node insertion, 

updating, and deletion. FTSP-M is memory efficient and 

has polynomial message complexity. Finally, we proposed 

a suboptimal implementation on vector representations to 

reduce memory requirements. The vector size of the 
suboptimal solution does not depend on the largest LCM 

value. We envision several directions for future work. One 

is to investigate the time-dependent minimum spanning 

tree problem, which is NP-Hard in duty-cycled WSNs. 

Another direction is to study time-dependent multicast 

routing in duty-cycled WSNs, which is a required service 

for many applications and is the reverse direction of all-to-

one least latency routing. 
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